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ABSTRACT  

We generate a staggering amount of data because of modern technologies, the internet, and connected objects. It is 

crucial to arrange and contextualize this data so that they can be seen, comprehended, and reflected. Humans have 

traditionally analyzed data. But as data volumes rise, people are turning more and more to automated systems that can 

mimic them. Machine learning refers to those systems that can learn from data as well as changes in data to solve 

problems. Technology Enhanced Learning Environments (TELE) can be improved by implementing machine 

learning-based techniques, and artificial intelligence has a significant influence on e-learning research. An overview 

of current discoveries in this field of study is presented in this paper. Firstly, we outline the main ideas behind machine 

learning. Next, we showcase a few new projects that use machine learning in an online learning environment. 

INTRODUCTION 

These days, nearly everything we do leaves a digital trail that reveals several more details about our words, purchases, 

and other actions, in addition to describing our activity and location. The majority of the computers, gadgets, and 

things we use now generate data because of advances in data storage and the digitization of society. For instance, we 

are able to retrieve data from pay stations, parking lots, smartphones, social media, films, images, and more. Gaining 

insight and significance from all of this gathered data is essential. 

Making predictions, modeling behaviors, and comprehending phenomena are all made feasible by data analysis. In 

the past, people-built algorithms, analyzed data, and then machines used those algorithms to solve issues. In the 

modern world, humans provide data and let the machine learn from it without explicit programming. We discuss the 

power of information. This is how machine learning works. 

In actuality, people are aware of the value that data has and the richness it can contain. In fact, a number of scientific 

study fields, including medicine [1] [2], e-commerce [3], industry [4][5], education [6][7], social networks [8][9], 

economics and finance [10], etc., have identified the analysis of complicated data using machine learning techniques 

as a significant era. 

Figure 1 illustrates how several data science and artificial intelligence topics relate to machine learning. Actually, data 

mining uses statistics to identify patterns in raw data that contain hidden information [11]. However, machine learning, 

a branch of artificial intelligence and computer science, makes predictions by learning from patterns. One of the key 

technologies in artificial intelligence and machine learning is deep learning. It is possible to refer to this new wave of 

machine learning as layer-by-layer learning, where the machine must learn a little bit more at each level.  
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Fig. 1: Relationships between Machine Learning and Related Fields 

In machine learning, a computer picks up task-specific knowledge from sample data. It is well known that a machine's 

performance (P) increases with increasing experience (E) with a given job (T) [12]. Let's say, for illustration, that we 

want an email client to identify whether or not an email is spam. Here, experience E should be a collection of emails 

that have already been flagged as spam or not. The task that T completes is automatically classifying fresh emails. 

The accuracy rate of the machine's classification on a set of fresh emails is the performance P that ought to rise. 

A. The process of machine learning 

The next section outlines the seven steps that make up the general machine learning method [13]. Gathering data is 

the first step. This work is crucial since it will establish how excellent predictive model is conceivable. However, the 

majority of the data we collected were either unstructured, noisy, or required additional formats in order to be 

meaningful for our machine learning. Thus, pre-processing and data cleaning are required. 

We may then start developing our machine learning model. To do this, we first perform feature engineering, which 

involves extracting the most pertinent features from the data. Next, we attempt to determine which machine learning 

algorithm is most appropriate for the given scenario. Getting the finest outcomes possible requires it. 

Training is the next assignment. In this step, we employ a portion of our data to gradually enhance the predictive 

capacity of machine learning. forecast. After training is finished, the model should be tested to determine how it would 

fare against the remaining, unseen data. The appraisal of performance is gauged by a number of factors, including 

recall, accuracy, and precision. It is occasionally possible to go back and refine instruction before retaking the test. 

The outcome of the machine learning process is the final stage. It might be an inference or forecast. 
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Fig. 2: Generic machine learning model components 

B. Paradigms of machine learning 

Based on the methodology employed for the learning process, machine learning can be categorized. supervised, 

unsupervised, semi-supervised, and reinforcement learning were found to be the four primary groups [12]. 

In supervised learning, the structure and result of a collection of training data, also known as labelled data, are known 

to us. With the help of this data, we train a machine learning model to recognize patterns in the dataset. After the 

model is trained, it can be used to forecast data sets with uncertain outcomes [14]. 

On the other hand, unsupervised learning techniques do not require prior labeling; instead, they derive structure 

directly from the data [15]. In other words, we can use unsupervised machine learning to identify patterns in labelled 

data. 

Complete label information isn't always accessible, though. In situations when obtaining labels is difficult or costly, 

semi-supervised learning offers a potent framework for utilizing unlabeled data [16]. 

The final machine learning strategy comes in handy when we know what we want but are unsure how to acquire it. 

The idea is to try out multiple ideas and determine which ones allow us to get the intended outcome. An agent that 

must make decisions in a given environment can be used to define the reinforcement learning problem. The agent 

picks up a positive habit. This indicates that it gradually changes or picks up new behaviors and abilities. Therefore, 

the reinforcement agent just needs to be able to interact with the environment and gather data—it does not need to 

have total control or understanding of it [17].  
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E-LEARNING APPLICATIONS FOR MACHINE LEARNING 

These days, learners and employers alike are eager to expand their expertise in a variety of sectors. Lifelong learning 

is causing education systems to face significant modernization challenges, and e-learning is growing in popularity. 

All of this causes a sharp increase in the quantity of Technology Enhanced Learning Environments (TELE) that 

provide various services including private or public online courses. It is now possible to analyze the vast amounts of 

data generated by TELE using machine learning techniques. Studying the best ways to utilize this potent new 

technology to improve e-learning is beneficial. 

A. Analysis of sentiment 

Success in Massive Open Online Courses (MOOCs) is now measured by how satisfied students are with the course 

[18]. Sentiment analysis can be used to predict learner satisfaction by identifying complicated emotions [19]. 

Researchers aim to determine the polarity of learners' sentiments—positive and negative sentiments—through forum 

messages in MOOCs [19]. Five supervised machine learning algorithms—Logistic Regression, Support Vector 

Machine, Decision Tree, Random Forest, and Naïve Bayes—that have been utilized more frequently in MOOC 

contributions relevant to prediction are compared. The most dependable method, according to the results, was Random 

Forest. 

It's critical to comprehend how emotions play a part in MOOC students' educational experiences. On the one hand, 

[20] suggests that managing accomplishment emotions could enhance student involvement in the classroom. Create a 

supervised machine learning model based on SVM [20] to automatically classify achievement emotions. Since SVM 

outperforms Naïve Bayes, Logistic Regression, and Decision Tree in terms of performance, it was accepted. On the 

other hand, [21] use large data from homework completion, comments, and forums to track learners' emotional 

inclinations and analyze how well the courses are received. [21] examine the connection between emotional 

inclinations and learning effects using machine learning and semantic analysis. 

B. Predicting the behavior of students 

A fascinating survey of the literature [22] has tackled the topic of using machine learning to forecast student behavior. 

Two research objectives were established: dropout prediction and student classification. 

Categorization of students: 

Undoubtedly, a person's personality, experience, education, preferences, and talents all have a significant role in their 

ability to learn. Recommender systems are designed to provide the most relevant content to every student. Creating 

learner profiles and classifications is essential for several reasons, including identifying characteristics that contribute 

to student abandonment and personalizing the learning experience. Table 1 provides an overview of some recent 

studies that use machine learning to classify students. 
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Table I: Classification of Students 

 

Predicting dropouts: 

 A range of machine learning methodologies have been employed to examine the traces of interactive behavior left by 

users on TELE. Logistic regression (LR) has been the most often used technique to predict student dropout in MOOC 

environments, with 89% accuracy, according to [27], who focuses on learners’ clickstream data. Second rank goes to 

SVM and Decision Trees, while Natural Language Processing Technique comes in third. 

C. Self-Controlled Education 

In most TELE, students are expected to make decisions about their own activities because there is minimal external 

teacher supervision [28]. Then, people who possess high self-regulated learning (SRL) abilities—which are defined 

by the capacity to organize, direct, and oversee one's own learning process—are able to learn more quickly and 

effectively than people who lack these abilities [29]. One of the e-learning platforms that supports SRL techniques 

[30], MOOC encourages students to assess the caliber or progress of their own work, create objectives, make plans, 

and have the option to review notes, logs, exams, or other learning resources to get ready for an exam, among other 

things. Despite all of those advantages, many researchers still believe that improving student SRL through machine 

learning techniques is crucial. 

[31] help to improving understanding of how students learn and how instruction should be planned to encourage SRL 

in an asynchronous online course at a women's institution in South Korea based on learners' log traces and survey 

responses. Researchers in this work move on to the identification of student profiles and the analysis of the student 

SRL process over time. Initially, they proposed three fundamental SRL characteristics—time invested in learning 

content, study frequency, and help-seeking—that apply to asynchronous online courses and led the choice of log 

variables. Second, they used the silhouette method and the K-medoids clustering algorithm to identify student 

subpopulations. [31] employ random forest classification as a decision tree-based machine learning technique to 
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predict cluster membership by referring to each week's log variable after identifying existing clusters and their learning 

patterns. 

CONCLUSION 

To improve the learning experience, e-learning experts have worked very hard to analyze learner data using machine 

learning techniques. Given that the student is seen as the primary component in the e-learning space, this seems 

sensible. To the best of our knowledge, no research has been done to date on the use of learning data for content 

quality measurement and improvement. 

Therefore, the evaluation of e-learning content by machine learning will be the main emphasis of our future study. 

The primary goal is to support course designers in the process of reengineering education using machine learning 

findings and a variety of other elements, particularly historical student interactions. 
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